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Abstract In this paper we present global a priori bounds for a class of variational inequali-
ties involving general elliptic operators of second-order and terms of generalized directional
derivatives. Based on Moser’s and De Giorgi’s iteration technique we prove the bounded-
ness of solutions of such inequalities under certain criteria on the set of constraints. In our
proofs we also use the localization method with a certain partition of unity and a version
of a multiplicative inequality estimating the boundary integrals. Some sets of constraints
satisfying the required conditions are stated as well.
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1 Introduction

Given a bounded domain Q@ ¢ RY, N > 1, with Lipschitz boundary 92, we consider the
following problem: Find u € K such that

/A(x,u,Vu)-V(v—u)dx-l—/ F(x,u, Vu)(v —u)dx

Q Q

(1.1)

+/ jf(x,u;v—u)dx+/ J(x,u;v —uydo > 0,
Q aQ

for all v € K, where K is a subset of a Banach space V (will be specified below) and
Je(x,s;7) (k = 1,2) denotes the generalized directional derivative of a locally Lipschitz
function s — jx(x, s) at s in the direction r. The maps A : 2 x R x RY — RN and F :
Q x R x RN — R are supposed to be Carathéodory functions satisfying suitable structure
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764 P. Winkert

conditions (see hypotheses (H1) and (H2) below) while do denotes the usual (N — 1)-
dimensional surface measure and for u € V the generalized boundary values on 92 are
well defined in the sense of traces. For reasons of simplification we drop the notation for
the trace operator.

The aim of our treatment is to present conditions on the set of constraints, namely K,
such that every solution ¥ € K of (1.1) is essentially bounded. In order to specify the
space V we will discuss two different cases: In Section 3 we choose V = WP (Q) with
1 < p < oo and in Section 4 we set V = wLrO(Q) with p € C(RQ) and 1 < infg p.
These cases will be handled by different methods, the first one via Moser iteration and the
second one via De Giorgi’s iteration technique.

Due to the presence of the terms j’(x,s;r), inequalities of type (1.1) are called
variational-hemivariational inequalities which include several interesting problems as spe-
cial cases.

a) If K =V and ji (k = 1,2) are smooth, problem (1.1) becomes

/A(x,u,Vu)~Vvdx—|—/ F(x,u, Vu)vdx
Q Q

+/ j{(x,u)vdx—i—/ A u)vde =0, VveV,
Q a0

which means that u € V is a weak solution to the problem
—divA(x,u, Vu) + F(x,u, Vu) + ji(x,u) =0 in Q,
A(x,u, Vu) v+ j5(x,u) =0 on 0%2,

where v(x) denotes the outer unit normal of 2 at x € 2. Regarding a priori bounds for
such problems we refer to Winkert-Zacher [32, Theorem 1.1 and Corollary 1.2] Gf V =
w1lrO(Q)), Winkert [31, Theorem 4.1] (if V = W12 (), see also Winkert [30, Proof
of Proposition 5.2]) and Hu-Papageorgiou [18, Proposition 5] (if V = WLP(Q) with
homogeneous Neumann boundary condition).

b) Ifjx =0(k =1,2),(1.1) reduces to a classical variational inequality: Find # € K such
that

/A(x,u,Vu)~V(v—u)dx+/ F(x,u,Vu)(v—u)dx >0 Vv eK.
Q Q

Boundedness results for solutions of such variational inequalities under suitable crite-

ria on the set of constraints have been obtained by Kovalevsky-Nicolosi [20, Theorem

2.8], where V.= WhP(9, Q) with 1 < p < oo and a positive weight @ satisfying

6 € LIIOC(Q) and 1/0 € Lllo/c(p_])(Q) (see also Jezkova [19] for local boundedness
results). Concerning degenerated elliptic operators of high order we refer to a work of
the same authors [21]. Recently, Gorban-Kovalevsky [16] have been studied the bound-
edness of solutions of degenerate anisotropic elliptic variational inequalities under
certain conditions on the right-hand side and the set of constraints.

¢) Incase that K is the whole space V and j; (k = 1, 2) not necessarily smooth, problem
(1.1) is a hemivariational inequality which contains as a special case the subsequent
elliptic inclusion

—divA(x,u, Vu) + F(x,u, Vu) + dj1(x,u) 50 in 2,
Ax,u,Vu) - v+ 9jr(x,u)>0 on 0€2,

where the expression djx (x, s) denotes the generalized gradient of the locally Lipschitz
function ji(x, -) in the sense of Clarke (see Section 2 for more details).
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d) Let V = W'P(Q) with I < p < oo. If the operator A satisfies appropriate mono-
tonicity conditions with respect to the second and third argument and if the functions
involved fulfill suitable structure conditions (similar to those in Section 3), then inequal-
ity (1.1) is equivalent to the multi-valued variational inequality: Find u € K such
that

n(x) € 9j1(x,u(x))a.e. in Q, &(x) € djr(x, u(x)) a.e. in 92,

Alx,u,Vu) -V —u)dx+ | F(x,u,Vu)(v—u)dx
Q

—|—/n(v—u)dx+/ E(w—u)do >0, Vvek.
Q aQ

This result was published by Carl [5].

We point out that our results are more general than those in [20]. On the one hand we
extend their results to variational-hemivariational inequalities including nonlinear boundary
terms and on the other hand we have weaker assumptions on the set of constraints. Indeed,
hypothesis 2.6(i) in [20] is not needed in our treatment. For the sake of convenience we do
not use Sobolev spaces with weights, but this case can be done in the same way. Another
novelty of this work is the treatment of variational-hemivariational inequalities restricted to
sets K belonging to variable exponent spaces W70 (Q) with p continuous on 2. To the
best of our knowledge, our a priori estimates have not been published before.

Notice that we do not suppose that the set K is closed and convex in V. But in general,
this is the typical assumption in the existence theory of inequalities like (1.1). Regarding
existence and multiplicity results for problems of the form (1.1) we refer, without guarantee
of completeness, to the papers of Carl [6], Kyritsi-Papageorgiou [23], Motreanu-Bonanno-
Winkert [2], Bonanno-Winkert [3], Motreanu-Winkert [27] and the references therein. An
overview about results to nonsmooth analysis and variational-hemivariational inequalities
can be found in the monographs of Carl-Le-Motreanu [7] and Motreanu-Rédulescu [26].
We also point out a recent work of Carl [4] in which the class of variational-hemivariational
inequalities has been extended to a more general class of inequalities.

The paper is organized as follows. In Section 2 we present some basic facts about non-
smooth analysis and the corresponding function spaces to problem (1.1). Furthermore, we
prove an useful multiplicative inequality for boundary integrals. Section 3 handles the con-
stant exponent case (i.e., V. = W!HP(Q) with 1 < p < 00) where we will apply Moser’s
iteration following the ideas of Drabek-Kufner-Nicolosi [12]. In the last section we extend
our results to the variable exponent case (ie. V. = WLPO(Q) with p € C(Q) and
1 < infj, p) by applying De Giorgi’s iteration. The results in this section are based on ideas
of DiBenedetto [10], LadyZenskaja-Solonnikov-Ural’ceva [24], and Winkert-Zacher [32].

2 Preliminaries and Hypotheses

Let © be a bounded domain in RV with Lipschitz boundary 32 and let p € C(RQ) with
p(x) > 1forall x € Q. Setting p~ := min, g p(x) and p* := max, g p(x), we have
p~ > land pT < oo. The variable exponent Lebesgue space L”) () is defined by

LPO(Q) = {u ‘ u :  — R is measurable and / lu)?Wdx < +oo}
Q
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766 P. Winkert

equipped with the Luxemburg norm

p(x)
lull Loy =infyz > 0: / dx <1y¢.
Q

By W!P0(Q) we identify the variable exponent Sobolev space which is defined by

u(x)

T

WrO(Q) = {u e LPO(Q) 1 |Vul € L”(‘)(Q)}
with the norm

||“||WLP(-)(Q) = ”vu”LP(-)(Q) + ||“||Lp(-)(g)-
We refer to the papers of Fan-Zhao [15], Kovéacik-Rakosnik [22] and the monograph of

Diening-Harjulehto-Hésto-Razi¢ka [11] for more information and basic properties about
variable exponent spaces. If p(x) = p is a constant, the usual Sobolev space whr(Q) is

endowed with the norm

1
P
lullwrr @) = (/ |Vu|pdx+/ Iul”dX)
Q Q

Let us recall some basic facts on nonsmooth analysis. Let (X, ||-||) be a real Banach space
and denote by X* its dual space while the duality pairing between X and X* is denoted by
(-, -). The dual space X* is equipped with the dual norm || - ||, that is

E1x =sup{(5§,v) :v e X, |vl| <1}.

A function j : X — R is said to be locally Lipschitz if for every x € X there exist a
neighborhood U of x in X and a constant C > 0 such that

j()—j@I<Clly—zl, forally,zeU.

The generalized directional derivative of a locally Lipschitz function j : X — R at a point
u € X along the direction v € X is defined by

Jx+1v) —jx)

J°(u; v) ;= limsup )

x—u,t—0t
Since j is locally Lipschitz at # we have j°(u; v) € R for all v € X. Furthermore, the
function j°(u;-) : X — R is subadditive, positively homogeneous and there holds the
inequality

|j°; v)] < C|lv|| forallv e X
with C being the Lipschitz constant of j near the pointu € X.

The generalized gradient of a locally Lipschitz function j : X — R at a pointu € X,
denoted by 9j (u), is the subset of X* defined by

3j(u) :={& € X*: j°(u:v) > (§,v) forall v € X},

which is also known as Clarke’s generalized gradient. Based on the Hahn-Banach theorem
we easily verify that 9 (#) is nonempty. Moreover, dj (1) is a convex, weak* compact subset
of X* and it holds ||&||, < C forall & € 3j(u). For every v € X, one has

Jou;v) =max {(§,v) : § € 9j(u)}.

We refer to the monographs of Clarke [9] and Motreanu-Radulescu [26] as well as the
paper of Chang [8] for more details and properties of generalized directional derivatives and
generalized gradients.

@ Springer



On the Boundedness of Solutions to Elliptic Variational Inequalities 767

The next result is needed for the proof via Moser iteration to estimate the boundary
integrals by suitable integrals defined in €2. The proof is based on appropriate embeddings
and interpolation results of Besov and Sobolev Slobodeckij spaces.

Proposition 2.1 Let Q C RN, N > 1, be a bounded domain with Lipschitz boundary 02,
let1 < p < oo, and let g be such that p < q < py with the critical exponent

N—1 .
P« = (N_[lp lfp = N’
00 ifp=N.
Then, for every ¢ > 0, there exist constants a; > 0 and a > 0 such that

1l 74 a0y < Nl g +are 2 lullfpg, — forallue whr(Q).
Proof Since ¢ < p, we may fix a number 6 € (0, 1) small enough such that

— N-—p+0p

< PN ifp>N

< W=Dp e < N
q
o

1

and 1-—-6> . 2.1)
p

From Triebel [28, 3.3.3], we have the continuous embedding

1-6—! _g_1
BIO(@ =w!'0P (@) - B,, "9 =W"""r"0e0), 22

where B;y pS € (0, 1), denotes the Besov space which coincides with the Sobolev Slo-
bodeckij space W*?. Note that the embedding (2.2) requires only a Lipschitz boundary as
1-60<1.

From the choice of 8 € (0, 1) and since p < g (see also (2.1)) we get

1 <N-1 ifp <N,
1—60— ")p .
p >N-—-1 ifp>N.
Taking into account the Sobolev embedding theorem for fractional order Sobolev spaces
(see Adams [1, Theorem 7.57]) gives

1-6— 1 .p q
W' P (9Q) — L1(0Q) (23)
for
N=Dp  _ (N=Dp ¢ (1_9_ 1)p<N—1
. = N—l—(l—f?—[],)P N—p+6p P
- if(l—@—:,)p>N—1~

Actually, in case (1 -0 — ;7) p > N — 1 we have the stronger embedding

1=0= 5P (3Q) — C(3Q).

Since WLP(Q) ¢ W!=9-P(Q) c LP() are continuous embeddings we may apply real
interpolation (see Triebel [29, 1.6.2 and 1.6.7])

w

(LP(Q), WP (@)1-6,p = W' "P(Q),
which implies the estimate

=1 — 1-(1-6
lullwio.pigy < Cillulyy g lulloiey”  forallu e Whr(@) (24
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768 P. Winkert

with a positive constant C;. Combining (2.2)—(2.4) and using Young’s inequality with § > 0
results in
5 51011, 1 1-p 5146, 0P
||“||Lq(ag) €28 [lu ”Wl p(Q)8 ||u||LP(Q)

—146
< Co (Sl gy +5 7 Nl ey ) -

Setting § := g with arbitrary ¢ > 0 provides the desired estimate.
2

Finally, we conclude this section by fixing our notation. If s € R we write s, =
max(s, 0) and s_ = min(s, 0). For functions u#, v : 2 — R we use the notation u A v =
min(u, v),uVv = max(u,v), KAK ={uAv:u,v € K},and KVK ={uvv :u,v € K}.
If the set K C V satisfies

KAKCK and KVKCK, (2.5)
we say that K has lattice structure. Note that V has lattice structure, that means,
VAV CV and VVVCV

(see Heinonen-Kilpeldinen-Martio [17, Theorem 1.20]if V = whrP(Q)andLe [25 Lemma
3.2]if V. = WHPO(Q)). Throughout the paper we will denote by M; and MJ, i,j =
1,2, ... positive constants depending on the given data and the Lebesgue measure on RN
given by |- In-

3 The Case V = W17 () Via Moser Iteration

We start our treatment with the constant exponent case and use Moser’s iteration to prove
L°°-bounds for solutions of inequality (1.1). In this section we suppose the following
assumptions.

(H1) The mappings A : @ x Rx RN — RV and F : @ x R x RY — R are supposed to
satisfy a Carathéodory condition while x — jj(x,s), x — ja(x, s) are measurable
foralls € Rand s — ji(x,s),s — ja(x,s) are locally Lipschitz for a.a. x € Q
and for a.a. x € 92, respectively. In addition the subsequent structure conditions are

assumed:

1) A(x,s,&)-&>alé|? —apls|? — a3 fora.a. x € Q;

(i) |A(x,s, &) < aslE|P~" 4 as|s|?" % + ag fora.a. x € Q;
(i) |F(x,s,&)| < bllélpql":] + byls| 1! 4 b3 fora.a.x € Q;
) Inl<cils|? '+ fora.a. x € Q, for all n € dj;(x, s);
) Tl <dls|®2 + da, fora.a. x € 99, forall T € 9j>(x, s);

and for all s € R, and all & € RV with positive constants a;, bj, c, dj
(iefl,...,6}, je{l,...,3}, k1 €{1,2}) and fixed numbers p, g1, g2 such that

l<p<oo, p<q1<p" P=q2 < p«
with the critical exponents
. NN_PP if p <N, 3 “,’V‘_‘;P it p <N,
P40 iftp=N, T 4o ifp= N
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On the Boundedness of Solutions to Elliptic Variational Inequalities 769

Recalling
0ji(x,s) = {“g‘ eR:jo(x,s5r) = &r,Vr e ]R}
fora.a. x € Q (k = 1), respectively, for a.a. x € Q2 (k = 2) we easily derive the estimates
170G, s3] < (c]|s|‘“*‘ +c2) Ir|  foraa xec Qandforalls,r €eR,  (3.1)
178G, 53 )] < <d1|s|"2’1 +d2) Ir|  foraa xedQandforalls,r eR, (3.2)

thanks to (H1)(iv) and (v). From the embeddings whr(Q) — L9(Q) and WHP(Q) —
L92(9K2) (see Adams [1]) and the growth conditions in (H1)(ii), (iii), (3.1) as well as (3.2)
we see that the integrals in (1.1) are finite.

Foru € WhP(Q) and o, 8 > 0 we define the functions vy (x) := min(u4(x), @)
and vg(x) := max(u_(x), —B) which belong both to wWhr(Q). We suppose the following
conditions on the set K.

(K1) Foru € K,a > 0,and ¥ > 0 there exists ¢t > 0 such that
o =u—tvifu e K.
(K2) Foru € K, 8 > 0, and k > 0 there exists 2z > 0 such that
¥ =u—h(—vg)Pu € K.

Note that both ¢ and v are elements of W7 (2) and their gradients are given by

Vo =Vu— thvgp_leau — tviPVu = Vu — tkpvf Vug — tvP Vu
respectively,

Vi = Vu — hicp(—vp) PV (—vg)u — h(—vg)*P Vu
= Vu + hep(—vg) P V(—vg) — h(—vg)’Vu.
We have the following result.

Theorem 3.1 Let hypothesis (H1) be satisfied and let u € K be a solution of (1.1). Then
there exists a constant C1 > 0 such that the following assertions hold.
(1) If condition (K1) is satisfied, then

esssupu(x) < Cj.
xeQ

(2) If condition (K2) is satisfied, then

essinfu(x) > —Cj.
xe

Proof We start with (1) and assume, without loss of generality, that p < ¢g; and p < ¢3.
The cases p = g1 and/or p = ¢ work similarly. Thanks to (K1) we may take v = ¢ =
u — tvg’u € K in (1.1). This gives

t/cp/ A(x,u, Vu) - VogusPdx + t/ A(x,u, Vu) - VuviPdx

Q Q

< —t/ F(x,u, Vu)vgPudx +/ it (x, u; —tvgpu) dx 3.3)
Q Q

—|—/ Js (x, u; —tvé”u) do.
aQ
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770 P. Winkert

Since ji (k = 1,2) are positively homogeneous with respect to the third argument (cf.
[9, Proposition 2.1.1]), we can divide inequality (3.3) by t > 0.

Let us estimate the several terms in (3.3). We start with the left-hand side of (3.3) by
applying hypothesis (H1)(i) and Holder’s inequality. We obtain

p/QA(x,u,Vu)~Vvav§”dx+/QA(x,u,Vu)~Vuv§pdx
:Kp/QA(x,va,Vva)-Vvavgpdx+/QA(x,u+,Vu+)~Vu+v§pdx
> KP/Q (a11Vva|? — aslvg|!" — a3) viPdx

+ [ @IVuil? = anlul = o) v

> Kkp (al / Vg |PvPdx — a2/ u:'f"_l)puz_'_pdx — a3/ u'f,_pdx>
Q Q Q

+a1/ |VM+|pU§pdx—(a2+a3)/ (+bp ull “Pdx — a3|Q|y
Q Q

3.4)

Za]Kp/ IVvalpvgpdx+a1/ [Vui|PvPdx
Q Q

K+l P

—Milep D )

— M>.

By means of (H1)(iii) combined with Holder’s inequality and Young’s inequality with
€1 > 0 the first term on the right-hand side can be estimated through

— / F(x,u, Vu)viudx
Q

a1 L1 K a-1 _q-1 (1_‘11*‘) 1
P Kkp +
§b1/81q‘ [Vui|’ a uy e M ouy a dx
Q

3.5)
+(b2+b3)/ u$+l)pu‘f7pdx+b3|Q|N
e1by k+1)p ( —(q1—1) ) k+1|P
(:c+1)1’/ (Vi 1Pdx o+ Ms (e, e ) g T M

Owing to (3.1) combined with Holder’s inequality the second integral on the right-hand side

of (3.3) gives
/ J© (. us —vPu) dx 5/ <c1|u|‘1'—‘ +c2) WP gy
@ Q

(3.6)
< M; ’ k+1 M.
L9(Q)
In the same way, using (3.2) and again Holder’s inequality, we get for the last integral
/ J; (X, u, —vgl’u) do < / <d1|u|£1271 +d2) Kerldo’
b " (3.7
k+1]|P
< M7 ’ ‘ M8~
L2(39)
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Now, combining (3.3)—(3.7) we have

ale/ |Vug|? vgpdx—i—al/ [Vuy|PviPdx
Q Q

e1b 1 —(q1-D) 1P
< \V4 K+ ﬁd M. (8 q1 1)’ K+
_(K+l)l’/|u [Pdx + Mo (&, + Uy L91(@)
P
+M10‘ o + M.
L72(39)
Taking into account Fatou’s lemma yields
K 1 p
al( p_|_+1)p/ ‘Vu'ﬁfl‘ dx
K Q
e1b) I ~q1-1) +1|P
< Vi Pdx + My (67070 1) (3.3)
_(K+l)”/sz| + . MLIZINC)
)4
+M10‘u'§r+l + M.
L92(3R)
Choosing 1 = 2b1 (kp + 1) implies ¢, ~@=h < M1;. Then, (3.8) becomes
ap kp+1 /‘Vu;:rl“’dx
2 (k+DP Jg 3.9)
< c+1]|? K+1‘1’
_M13‘M+ qu(Q)+M10 uy L209) My,

Now, we may apply Proposition 2.1 to the boundary term in (3.9) (with ¢ = ¢2, € = €2)
and Holder’s inequality as before to get

+1|?

8
(09
582/ |Vu’_‘,_+l|”dx+£2/ (K+])pdx—|—a18 2/ ug'_('H)pdx (3.10)
Q Q Q
P

<e VuPdx + M (8 —l—s_az)‘u’(ﬂ )
_2/QI T 14(&2+¢, + oo

Combining (3.9) and (3.10) results in

1
4 Kp+ — Mjper / 'VMK-H 'P dx
2 (k +1)P

p
< —az ) I(Jrl‘ )
< Mis (82 e ) us LI1(Q) !
The choice &2 = 3 (Zfl')lp gives
M
vt [ vt < (CFET) T ] e G
4 (,c+ 1P Jo I = kp+ 1 RRRZINE)

Finally, we divide (3.11) by (Z‘Tl')lp > 0 and add on both sides the integral [, u:'fH)p dx
which leads to

/)WKH) dx+/ WP g

Q

(e + 1P\ G

< MIS( ) (‘M
kp+1

Kk+1
+

P
+1).
L11(Q)
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772 P. Winkert

where Holder’s inequality was again taken into account on the right-hand side.
Having regard to the continuous embedding wlr(Q) - LP*(Q) with

N .
5o pr if p <N,
2q1  ifp=N,
we obtain

Kk+1

||u+||L(K+l)p @ = ’ Li* (@)

K ] K
< M, “ llu'y™ IIWﬁ‘p(Q) (3.13)

1
1 (k+1)p
=M2/(0+I (/. |VMK+1|pdx+/ (K+l)pd ) ,
Q

where Mo > 0 denotes the embedding constant. Combining (3.12) and (3.13) we derive

llee |l L&+DF* (Q)

1
< MZK(;H (/ |VuK+l|pdx+/ (K+l)pd )(K-H)P
Q 1 (3.14)
k+1 1
1 1 K + 1)Mo p (k+Dp
<mgrmr | D "y < uﬁl‘ pny 1) :
(kp+1) »
Observe that
1 1
CESILC | e+t |
Mo >1 and lim Mo =1.
— 00
(kp+1) » ‘ (kp+1) »
Hence, we find a constant M > 1 such that
(k + DM .
oo | =My (3.15)
(kp+1) »
Applying (3.15) to (3.14) gives the estimate
1 1 ! p (K-:l)p
||u+||L(K+I)ﬁ*(Q) =< MZKO+I Ml(gHW Mz\fﬁ—l ( uierrl L@ + 1) . (3.16)

Now we can start with the typical bootstrap arguments. Choosing « such that
k1 :(kr+ g = p,
K2 (k2 + g1 = (k1 + 1),
K30 (ki3 + g1 = (k2 + 1),

we see that

flu ||L(K+I)r7* () < C(x)

for any finite number «, where C(«) is a positive constant depending on «. Thus, u4 €
L"(2) for any r € (1, 00).
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On the Boundedness of Solutions to Elliptic Variational Inequalities 773

In order to prove the uniform estimate with respect to x we argue as follows. If there is a
sequence k, — oo such that

/ ui‘fn“’l)‘lldx < 1’
Q

we directly obtain

gl ooy = 1.

In the opposite case there exists a number ko > O such that
/ ug':ﬂ)‘“dx > 1 for any k > K.
Q
Then we conclude from (3.16)

Kk+1
+

1 1 ! p (K-:l)p
||M ” . . S MK+I M(K+|)1)M«/K+l <2 u )
+Lw+D5* () 20 "8 21 L91(Q) 3.17)
1 1 1
< M2KO+1 M2(5+I)p MZ\{KJr' ||u+||L(K+I)q1(Q) .
Applying again the bootstrap arguments we define a sequence (k) such that
k1 (kr + Dgr = (ko + Dp™,
K2t (k2 + 1q1 = (k1 + 1P,
k31 (k3 + Dgi = (2 + D", 3.18)

By induction, from (3.17) and (3.18), we obtain

1 1 1
1 (kn+1) Vin+1
||”+||L(Kn+Uﬁ*(Q) = ZWZKS+ Mzgn pleK}1 ”M+||L(’(n+|)‘71(§2)

1 1 1
_ Kkn+1 (kn+1)p Vin+1
- MZS Mzzn M21 ! ||’4+||L(Kn,|+1),3*(9)

~x\ 1
for any n € N, where the sequence (k) is chosen such that («, + 1) = (ko + 1) (’; | ) .
Then, we have

n 1 n 1 n 1
i=1 K;+1 MZi:I (+1)p MZ’:‘ i+
22 21

NIl e +0i () < Mg 41l o075 ()

i
with («k, +1) p* — oo asn — oo. Since K’:—] = KO:_] (glf) and gL < 1 there is a constant
1
M>3 > 0 such that
||u+||L(Kn+I)r7*(Q) =< M23||u+||L(k0+l)ﬁ* Q" 3.19)

Since uy € L"(K2) for any r € (1, 00), the right-hand side of (3.19) is finite. By means of
(3.19) it follows that

esssuput(x) < Cy
xe

(see Drabek-Kufner-Nicolosi [12, proof of Lemma 3.2]).
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The second part can be proved similarly. We take v = ¥ = u — h(—vg)Pu in (1.1)
which leads to

th/ A(x,u, Vu) - Vvg(—vg)Pdx + h/ A(x,u, Vu) - Vu(—vg)Pdx

Q Q

< —h/ F(x,u,Vu)(—v,g)Kpudx+/ J© (%, us —h(—vg)Pu) dx (3.20)
Q Q

+/ Jz (x, u; —h(—v,g)Kpu) do.
Q2

Applying again the structure conditions in (H1) combined with Hélder’s and Young’s
inequality to (3.20) the statement in (2) can be shown as in the first part. This completes the
proof.

As a direct consequence of Theorem 3.1 we obtain the following corollary.

Corollary 3.1 Assume hypotheses (H1), (K1), (K2) and let u € K be a solution of (1.1).
Then there holds

ess sup lu(x)| < Cy,
xeQ

where the constant C1 is the same as in Theorem 3.1.

Remark 3.3 Note that the constant C in Theorem 3.1 depends on the given data and on the
solution u € K, that is,

Ci1=Ci(p,q1,q2,a1,a2,a3,b1,ba, b3, c1,c2,d1, dr, 2, u).

The assumption (H1)(ii) is not needed in the proof of Theorem 3.1. It should be noted that
the finiteness of the integrals

/ Vi Pdx, / uS':H)‘“dx
Q Q

is shown in the end of the proof of Theorem 3.1 by a suitable choice of the parameter «.
This is a typical proceeding in the usage of the Moser iteration.

Remark 3.4 If V = WOl "7 () being the usual Sobolev space consisting of the elements of
WL.P(Q) with zero traces on 952, problem (1.1) reduces to

uek: / A(x,u,Vu)~V(v—u)dx—|—/ F(x,u, Vu)(v—u)dx

@ @ (3.21)

—|—/ Jix, u; v —u)dx >0,
Q

forallve K C WOl "7 (€2). We observe that the results ensured by Theorem 3.1 still hold for
problems of type (3.21). In this case we do not need Proposition 2.1 and the proof becomes

more simple. In general, the assumptions in (K1) and (K2) are satisfied if K = W&’p(Q)
and K = WhP(Q).

Remark 3.5 As already mentioned in the Introduction our assumptions on the set of con-

straints are weaker than those in Kovalevsky-Nikolosi [20]. Precisely, Hypothesis 2.6(i) in
[20] is not necessary in our proof.
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Let us consider some examples of suitable sets K. To this end, let ¥, ¥, w, ¥ : @ — R,
j=1,..., N, be given functions such that > 0, w < 0 < ¢ a.e. in Q.

Example 3.6 Let ® : Q x R — R be a function such that s — ©®(x, s) is convex for a.a.
x € Q and such that ®(x, 0) < 0 for a.a. x € Q. Then the set

K={ueW" (@00 ux) <0 acingf

fulfills the conditions (K1), (K2) with t = ¢=*? and h = B7*P. In particular, ® can be of
the following form
Ox,s) =5 — U (x), Ox,s) =—s — 9 (x), Ox,s) = (s —wx))(s —¥x)).
From this choice we see that the subsequent sets satisfy our assumptions:

K={ueWh?(Q):u<9 ae inQ),

K={ueWh?(Q) :u>—-9 ae.inQ},

K=ueW’(Q) :wo<u<y ae inQ).

Example 3.7 Let Y : Q x RN — R be a function such that £ — Y (x, &) is convex for a.a.
x € Q and such that Y (x, 0) < 0 for a.a. x € Q. Then the set

K = {u e WhP(Q): T(x, Vu(x)) <0 ae.in Q}

fulfills the conditions (K1), (K2) with t = (kp + 1) 'a P and h = (kp + 1)~ 7P, As
before, we see that

N
T(x,8) = 6] —F(x), T(x,§) = Zﬁj(x)fj —0(x), &§=0G1,....56n)
j=1

are suitable choices for Y. Hence, our results can be applied to the sets

K={ueW"P(Q):|Vu| <9 ae.inQ},

N
u
K = e whr(Q: D <9 ae.inf
u (9) ; oy S

4 The Case V = W1-2()(Q) Via De Giorgi Iteration

In this section we will provide a priori bounds for (1.1) by applying De Giorgi’s iteration
technique if p is a continuous function on 2. Our assumptions in that case read as follows:

(H2) The mappings A : Q x R x RV — RV and F : @ x R x RY — R are supposed to
satisfy a Carathéodory condition while x — jj(x, s), x — ja(x, s) are measurable
foralls € Rand s — ji(x,s),s — ja(x,s) are locally Lipschitz for a.a. x € Q
and for a.a. x € 9€2, respectively. Furthermore, it is assumed the following:

i) A(x,s, )& > ai|E|PW —ay|s| 1) — g3 fora.a. x € Q;

p(x)—1
(i) 1A, s, &) < aslslPO" fas|s| " h0 4ag  foraax € Q;
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qp(x)—1

(i) |F(x,s 8)] <bE]"Y a0 4 bys|0®O=1 4y foraa.x € Q
i) gl < cils|1@O=1 4 ¢y fora.a. x € Q, for all n € 91 (x, 5);
) Tl <dy|s|2O 4 gy, fora.a. x € dQ, forall T € 3j»(x, s);
and for all s € R, and all & € RN with positive constants aj,bj,cr,d
(iefl,...,6}, jel{l,...,3},k, [ €{l,2}) and fixed functions p,q; € C(R),
g2 € C(0R2) such that 1 < inf .o p(x) and

p(x) < qi(x) < p*(x), x € Q, pk) <qx) < pu(x), x €92, 4.1)

with the critical exponents

(N-Dp() .
) = N—p(x) if p(x) < N,
400 if p(x) > N.

Np(x) :
P () = N=p(x) if p(x) < N,
+o0 if p(x) > N,

As in the case of constant exponents we obtain a certain growth rate of the generalized
directional derivatives of the form

[y e, s57)] < (c] |s|‘“()‘)*l +cz> |r| foraa.x € Qandforalls,r € R, 4.2)
1S Ge, s3] < <d1|s|"2(")’1 +d2) Ir| foraa xcoQandforalls,r e R.  (4.3)

Then, the finiteness of the left-hand side in (1.1) is a consequence of the compact embedding
whrO(Q) — L9O(Q) and the fact that the trace operator is a bounded operator from
wrO(Q) into L20)(dQ) (see Fan-Shen-Zhao [14, Theorem 1.3] and Fan [13, Corollary
2.4]). Notice that we do not need log-Holder continuity conditions, the variable exponents
P, q1, and g» are only supposed to be continuous.

We assume the following hypotheses on the set K.

(K3) Foru € K and k > 0 there exists ¢ > 0 such that
op=u—tu—«); €K.
(K4) Foru € K and k > 0 there exists 4 > 0 such that
Y =u—h(u+x)_ € K.

Since W) (Q) has lattice structure we notice that both function ¢ and v belong to
WhrO(Q).
We start with the result on truncated energy estimates.

Proposition 4.1 Assume hypothesis (H2) and let u € K be a solution of (1.1).
(1) If condition (K3) is satisfied, then

/ |Vu|p(x)dx§M1/ uq'(x)dx-l—/l;Ig/ u2®dg,
K Ax 0A,

where
Ay ={x e Q:ulx) > «}, 0A, = {x € 0Q 1 u(x) >k}, «k >1,
and with positive constants M] = M] (q1,a1,az, a3, by, by, b3, c1, c2) and

My = Ma(ay, dy, da).
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(2) If condition (K4) is satisfied, then

/ |VulP®dx < MI/ (—u)q'(’f)arx+Mz/~ (—u)2Wdg,
Ay Ag dA,

where
Ac={x e Q:—ux)>«}, A, ={x € 3 —u(x) >k}, Kk >1,

with the same constants M 1 and Mz as in part (1).

Proof Letk > 1be fixed and let u € K be a solution of (1.1). Due to (K3) we may choose
v=¢=u—t(u—«); € Kin(l.1) to get

/ A(x,u,Vu) - V(@ —«))dx

< / F(x,u, Vu)(—t(u — «))dx + / Jr(x, u; —t(u —«))dx (4.4)
Ak

K

+/ Ja(x,u; —t(u —«))do.

dA

Since r = j¢(x, s; r) is positively homogeneous (see [9, Proposition 2.1.1]) we may divide
inequality (4.4) by ¢ > 0. By virtue of condition (H2)(i) we obtain for the left-hand side of
4.4)

/A(x,u,Vu)-V(u—K)dx
:/ A(x,u,Vu) - Vudx

* 4.5)
> [ (@lVulr® — aslu® — az) ax

Zm/ IVu|p(X)dx—(a2+a3)/ |9 ®dx,
A Ay

where u?™ > y > 1in A, was taken into account. The first term on the right-hand side
can be estimated via Young’s inequality with ¢ € (0, 1] and condition (H2)(iii). This leads
to

/ F(x,u, Vu)(—(u — k))dx
Ak
q1(0-1
< / |:b1|Vu|p(x) N 4 py |y O 4 b3] (u —x)dx
A

q1(x)—1 p(x)ql(x)_l _q1(0)-1
51;1/ e a@ |VuP" a0 T aw yldx 4+ (by+b3) | uhPdx
Ak Ak

(4.6)
Sblf 8|Vu|p(x)dx+b1/ e~ @@)=D q1(x) g,
Ay Ax

+ (b2 + b3) / utt™dx
A

< ¢b; / IVMIP(x)dx + (b]gf(‘/rfl) +by +b3) / U@y

K K
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where ql+ = maxg, 1. By means of hypothesis (H2)(iv) (see also (4.2)) the second term on
the right-hand side of (4.4) gives

/ JrOu; —(u —k))dx < / <01 a1 =1 4 cz) (u — K)dx
‘ ‘ 4.7

<(c1+ ) u ™y,
Ax

Finally, due to (H2)(v) (see also (4.3)), we arrive

/ J3 G s —(u = ©))do < / (Al + o) (@ = )do
A, Ak

4.8)
< (d +do) u?®dg.
0A,
Combining (4.4)—(4.8) and choosing ¢ = min (1, 2”17‘] ) yields
a / |Vu|P® dx
2 K
< (az Faz+bie” DD 4 by by 4oy + Cz) / utt™@dx (4.9)
Ak

+ i +dy) | utWdo.
dAc
Now we may divide (4.9) by “2‘ > ( which yields claim (1).
In order to prove part (2) we take v = = u — h(u + k)— € K as test function in (1.1).

This leads to
h/ A(x,u,Vu)-V(u +«)dx

< —h/~ F(x,u,Vu)(u+K)dx—|—h/~ Jix, u; —(u+k))dx

Ax
—|—h/~ Jr(x,u; —(u +«))do.
0A,

Dividing again by 2 > 0 and applying the structure conditions in (H2)(i), (iii)—(v) we obtain
the estimate in (2).

Now we can state our main result on upper and lower bounds for solutions of (1.1).
Theorem 4.2 Assume hypothesis (H2) and let u € K be a solution of (1.1). Then there
exists a constant Co > 0 such that the following assertions hold.

(1) If condition (K3) is satisfied, then

ess supu(x) < Cp.
xe

(2) If condition (K4) is satisfied, then

essinfu(x) > —Cj.
xeQ

Proof The proof can exactly be done as in [32, Theorem 1.1] where Lemma 3.1 and 3.2 in
[32] have to be replaced by Proposition 4.1.
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Analogous to Section 3 we have the corresponding result on the boundedness of solutions
of (1.1).

Corollary 4.3 Let the conditions in (H2), (K3), and (K4) be satisfied and let u € K be a
solution of (1.1). Then there holds

ess sup lu(x)| < Ca,
xeQ

with the same constant Cy stated in Theorem 4.2s.

Remark 4.4 As proved in [32] the constant C; given in Theorem 4.2 and Corollary 4.3 can
be characterized through

My
Cr = 2max <], M3 |:/ I,{CJIFI(X)d_x +/ u‘f(x)do] >
Q Q2

vzith p0§itive constants M3 = M3(p, q1,92, a1, a2, a3, by, by, bz, c1, ca,d1, dr, N, Q) and
My = M4(p, q1, q2). As already mentioned in the constant exponent case the growth con-
dition for A : @ x R x RN — RN (see (H2)(ii)) is not needed in the proof of Theorem
4.2.

Remark 4.5 The proof of Theorem 1.1 in [32] is mainly based on the localization method
combined with an appropriate choice of the partition of unity. Since €2 is compact we find,
for any R > 0, a finite open cover {B;(R)};=1,...,m of balls B; := B;(R) with radius R such
that @ C (J/L, Bi(R). Because of the continuity of p, 1, g2 and due to (4.1) we may take
R > 0 small enough such that

p;"fq;’:i<(pi_)*, pf5q2i<(pf)*, i=1,...,m,

where
+ +
p; = max p(x), gq|;= max q(x),
xeB;iNQ ’ x€B;NQ
— . +
p; = min p(x), gq,,= max gz(x),
P eBing 2 xeBinIQ

and (p; )*, (p; )+ denote the usual critical exponents of p;”. Then, we can choose a partition
of unity {&} | C C(‘)’O(]RN) with respect to the open cover {B;(R)};=1....m. That means,
we have

yeees

m
supp& C B;, 0<& <1, i=1,....m, and )Y &=1 onQ.
i=1

In fact, the idea is to treat problems involving nonstandard growth conditions as problems
with constant exponent growth rates. It arises the open question what happens if p is not
continuous, but essentially bounded. In this case the ideas above cannot be applied.

Remark 4.6 In contrast to De Giorgi’s iteration it seems that Moser’s iteration is less suitable
for problems with variable exponents concerning global a priori bounds. With view to the
assumptions in (K1) and (K2), we see that p occurs as exponent in the test function. This
makes the corresponding gradient more complicated and it is not clear for the author if this
method works in the variable exponent case even if K = wPO(Q) and Je (k = 1,2)
smooth.
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Now we give sufficient conditions for the set K satisfying the conditions in (K3) and
(K4).

Lemma 4.7

(1) If K contains the positive constant functions and if K satisfies the condition K A K C
K, then the hypothesis (K3) is satisfied with t = 1.

(2) If K contains the negative constant functions and if K satisfies the condition K v K C
K, then the hypothesis (K4) is satisfied with h = 1.

(3) If K contains the constant functions and if K has lattice structure, then the hypotheses
(K3) and (K4) are satisfied witht = h = 1.

Proof Letu € K. Since K is closed under “A” we obtain, for k € K with x > 0,
min(u,k) =u — (u —x)+ € K.

Hence, condition (K3) is satisfied for # = 1. This proves (1). Similarly, we have, for u € K
and —« € K withk > 0,

max(u, —«) =u— (u+«)_- € K,

as K is closed under “v”. Then, condition (K4) is fulfilled for 2 = 1 which yields the
assertion in (2). The last part follows directly from (1) and (2).

Let us consider some examples.

Example 4.8 Let v : Q@ — Rbe a given function with ¢ > 0 a.e. in 2 and consider the sets
K={veW'"?O@Q) :v<9 aeinQ},
K={veW'"?O@Q) :v>—-9 aeinQ},

K={veWw'?O(@Q): Vv <¢® ae. inQ}.

We observe that these sets have lattice structure, that means, they fulfill (2.5). Moreover,
the first set contains the negative constant functions, the second set the positive constant
functions and the last one the constant functions. Hence, the assumptions of Lemma 4.7 are
satisfied and Theorem 4.2 can be applied to these sets.

As a special case of the second set we have the cone of nonnegative elements of
WPO(Q), that is

Keg={veW'PO(@):v>0 ae. inQ}.

It is clear that K'>¢ has lattice structure and contains the positive constant functions. Hence,
Lemma 4.7(1) implies that K> satisfies (K3) and from Theorem 4.2(1) we infer that every
solution u € Kx¢ of (1.1) is bounded from above. Since K> is bounded from below by
zero, we have that u € L°°(Q).
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